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I statement? question? order?
I speaker states "This is really interesting"
I naturalness
I - facilitate cognitive processing
I - cf non-standard, non-native, pathological, or synthetic speech
I limited current use of synthesis for listening tasks but huge

potential
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Sample synthesis
(using functional annotation)

Viron Pärnussa vesi on yön aikana vetäytynyt pääosin takaisin
merelle. Pelastustyöt kuitenkin jatkuvat, eikä evakuoituja ihmisiä
voida Viron television mukaan todennäköisesti siirtää takaisin en nen
iltaa. Ensin tarkistetaan, ovatko talot kunnossa. Haapsalun suunnalla
evakuoitujen ihmisten on luvattu pääsevän takaisin jo aiemmin.
Sääennusteen mukaan tänään voi Virossa sataa ja tuulla kovaa.
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